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Read the text below and write an essay (7200–9000 characters with spaces) in response to 
the following questions: How do the arguments presented in the article align with or 
challenge current debates in Estonia or the European Union regarding education policy, 
particularly in relation to digital literacy and AI in education? Based on the discussion in the 
article, imagine a future where digital literacy is a core component of English Studies. What 
should digital literacy look like in this field, and how should it be taught? Consider both the 
risks and opportunities AI presents for linguistic and literary scholarship. Provide specific 
examples. 
 
Your essay should engage with the ideas and claims in the article, have a clear thesis and 
structured logical argumentation, be structured following the rules of academic English and 
be written in correct and idiomatic English. The text should be your original work. All 
additional sources and tools used should be appropriately referenced. 
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1. Introduction 
With the latest advancements in the field of Artificial Intelligence (AI), especially those 
concerning the growing use of “machine learning”-based techniques in many domains since 
2010, it has become of utmost importance to understand and critically assess the role and 
impact that “intelligent”1 algorithms have on our lives. Such a critical appraisal is incomplete 
without knowing their particularities (e.g. how they work), which are no longer unique to 
academic labs, as well as their limitations (e.g. what they cannot and likely will not ever be 
able to do). Knowing and critically evaluating the current and potential consequences of using 
them, their fundamental characteristics, and how they might affect minorities, entire cultures 
and the environment, are more essential than ever for a well-functioning society. Yet, 
misconceptions about algorithms’ capabilities, the narratives used to refer to them, a new 
high in hype inflating narrow successes, and the unregulated and/or bad uses of AI 
technologies are not only affecting disempowered populations but also damaging the AI field: 
they distort the public’s perception of AI and destroy trust. They might have far-reaching 
consequences that, if not addressed, generate pushback and favour lawsuits becoming the 
new normal (GW Law, 2024). 

Where critical AI literacy2 is inadequate or non-existent, the risks that people use AI to 
damage others, make wrong decisions, or complain about people addressing the issues are 
high. Choosing the right narratives about AI is fundamental for dealing with and 
understanding AI’s implications whatever their type. This is also why it is insufficient to 
encourage its use in educational settings just because it is new or appealing: pressing issues 
and the actual harms, technological limitations, potential dangers, and inflated narratives 
about AI must also be part of educating people. 

                                                      
1 They are not intelligent, for several reasons discussed in (Bishop, 2021; Larson, 2021; McDermott, 1976). 
2 I.e. questioning what AI is used for, knowing about how their techniques work, not falling for the fallacy of AI 
functionality (Raji et al., 2022), and taking a critical stance about its negative impact and limitations. 
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Digital literacy, especially AI literacy, is about the how and when (how to use the latest 
technology in a given context), about the what and how (what it is and how it functions). It is 
also about why not use or even develop it, and about the power structures behind AI, its 
limitations, and negative implications. Most of the latter are avoided in the AI discourse, are 
superficially discussed, or are simply not present in certain academic settings, e.g. where AI 
tools are promoted as solvers of major systemic problems, disregarding how the harms 
outweigh the benefits and overlooking how the trends of economic inequalities are 
exacerbated (Acemoglu and Johnson, 2023). 

This paper aims to help understand why deconstructing common myths around AI is 
essential. The methodology used follows an analytical approach and builds upon extensive 
related work. The paper explores the origins and determining factors of past and present AI, 
critically abounds in the actual processes behind its developments and limitations, and 
contributes to demystifying the AI hype by showing the hidden purposes and causes that 
hinder understanding. 
 
2. What AI? 
Much of the confusion around what AI stems from the lack of consensus on its definition 
(Monett et al. 2019). It has been a very controversial and contextual concept over decades, 
part of a “conceptual borrowing” of AI as a discipline (Floridi and Nobre, 2024). AI is software; 
no magic is behind it (Landgrebe and Smith, 2023; Larson, 2021). However, the term has been 
misused and abused, and its meaning rebranded depending on the concrete application at 
hand, particularly for corporate or individual interests or for capturing the media’s attention, 
VC’s support, or attracting potential users. 

In the recently approved AI Act of the European Parliament, for instance, an AI system 
is defined (AI Act, 2024, Article 3) as “a machine-based system designed to operate with 
varying levels of autonomy and that may exhibit adaptiveness after deployment and that, for 
explicit or implicit objectives, infers, from the input it receives, how to generate outputs such 
as predictions, content, recommendations, or decisions that can influence physical or virtual 
environments.” For regulatory purposes, this one might be a general enough definition. Other 
authors believe, however, that there are no truly ”intelligent” artefacts (Crawford, 2021) and 
there probably never will be, which they explain is mathematically, computationally, 
evolutionarily, and neurobiologically demonstrable (Landgrebe and Smith, 2023). 

A digital artefact (e.g. program, algorithm, application) has different levels of 
representation. Most people hyping or idealising digital artefacts or their capabilities, like 
those based on AI techniques or those advertised as having AI inside but have none, might 
lack a basic understanding of at least one of their levels of representation. Winograd and 
Flores (1986, 87ff) grouped those levels of representation into five categories, from the 
physical machine (its circuits and hardware components) to high-level language 
representation schemes for (symbolic) structures and how to operate with them. They state 
(p. 89) that these levels of representation and their complex interdependencies change “as 
new kinds of hardware are designed and as new programming concepts evolve”, and suggest 
that “people who have not programmed computers have not generally had experiences that 
provide similar intuitions about [computer] systems” like those that programmers usually 
have and use (Winograd and Flores, 1986, p. 90). Such people normally lack a basic 
understanding of hardware or software breakdowns that could happen at a given point in 
time, how resources (e.g. memory) were or could be used, which and how higher-level 
operations were coded, which interdependencies between the representation levels (and 
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even external dependencies) exist, how the problem domain was represented, and what are 
the implicit biases of their programmers when coding and working with it, as bias is 
unavoidable and history and culture-dependent. 
 
3. Factors Conditioning the AI Momentum 
Several factors have triggered the AI momentum or AI “spring” of recent years, in particular 
the one from the 2010s and early 2020s. Advances in the field of computer science have been 
the least contributing to it, despite the Janus-faced hype, doom-loaded with utopian and 
dystopian idioms (Goodlad, 2023). The reasons for the supposed AI renaissance have more of 
a technical, economic, and even socio-political character. 

The following is a non-exhaustive list of conditioning factors for the AI “spring” we are in: 

 Computing power and hardware, i.e. chips and micro- and multiprocessors, especially 
AI chips developed for parallel computations required by AI algorithms; also 
technology other than computer chips, like cameras, sensors, wearables, etc. that 
enable data collection and processing at scale; 

 Data, amassed and controlled by tech corporations, often extracted without consent 
from the data providers or producers. Huge amounts of data in the form of text, 
images, video, and audio, but also derived from users’ behaviour (clicks, likes, 
purchases, hovers, time spent, location); 

 Algorithms and models, the former mostly around for a longer while, their basic 
characteristics dating back to the origins of neural networks and machine learning 
(from the 1950s to the 1980s), now revamped, tested, and developed further; the 
latter consolidating theoretical insights from the fields of statistics and linguistics, now 
powered with massive computing hardware and fed with huge amounts of data; 

 Exploitation—as Crawford (2021, p. 64) writes, “The technical AI research community 
relies on cheap, crowd-sourced labour for many tasks that can’t be done by machines.” 
There is a massive amount of miserably paid people annotating data for the algorithms 
to work and moderating other data for the companies developing such algorithms to 
continue extracting value from data (Castaldo, 2023; Hao, 2023; Williams et al., 2022; 
Zuboff, 2019); 

 Investments, without it wouldn’t be possible to buy technology, build huge data 
centres and research facilities, do research, as well as procure resources and technical 
infrastructure with which AI-based technology and applications can be developed; 

 Courses and study programs (and also blogs, podcasts, etc.) e.g. with instructional 
purposes devoted to lowering the entrance level to the AI domain; 

 Practitioners and self-declared instructors, i.e. people with or without professional 
scholarship in the AI field, also sharing, tweaking, and using algorithms for new kinds 
of applications and problems than ever before; 

 Conferences and (open-access) publications, with a major increase in the number of 
papers and AI-related events (Maslej et al., 2024), written or organised by almost all 
types of actors, from laymen to AI insiders, and lately also including AI-generated 
content, directly affecting trust and review processes; 

 Development platforms and tools, where (open-source) code is collaboratively 
produced, shared, maintained, and made accessible to novices and experts alike. 
These are enablers of mass consumption and of the development of new algorithms 
that fuel the algorithmification of society; 
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 Marketing and media that reverberate about the possibilities of AI algorithms and 
models, mostly hyping them. 

Often, the creators and corporate players driving those factors redesign human activity and 
behaviour in the social, historical and cultural variance of its practices, intending to make AI 
work but not designing AI to work for humans; rather, for humans working or adapting their 
behaviour so that AI can work. The outcomes are models that only work in narrow scenarios. 
Others are rather useful for corporate profits that are silent about the AI risks and the people 
they harm (O’Neil, 2016), i.e. ignoring or diminishing the potential economic, political, social 
(Acemoglu, 2021), or environmental and planetary costs (Crawford, 2021) of the technology. 
Yet, those same factors conditioning the AI momentum, once abused, misused, and hyped, 
give rise to the so-called AI “winters,” which are periods of high disappointment with major 
cuts in funding and field reorientation. Several works address the AI hype from different 
perspectives, as was the case before other AI “winters” (Floridi, 2020). Unfortunately, in the 
contemporary AI field local AI “winters” are still happening: in all those other AI subfields not 
in the media’s attention, nor within venture capitalists’ favours, and therefore devoid of the 
advantages of AI “spring”-conditioning growth. This is the case of almost all AI subfields other 
than machine learning, where major developments have occurred recently. For more on AI 
hype, AI “winters,” AI pitfalls and stepping stones for progress, we refer the reader to the 
works of (Birhane, 2021; Floridi, 2020; Markelius et al., 2024; McQuillan, 2022; Mitchell, 2021; 
Strickland, 2021). 
 
The optimisation promise and the machinisation of our lives 

The algorithmic fabric that conditions the current development of AI has been part of 
a continued multi- objective optimisation process for the sake of innovation and technological 
progress. This is a fertile ground for hype and the optimisation fallacy, i.e. thinking that 
optimising complex processes and societies through their simplification and fragmentation is 
the best option for understanding and dealing with them. Those who control the data and the 
technology, a few unelected players, are increasingly optimising and affecting society’s 
functioning through AI (Whittaker, 2021; Zuboff, 2019). The vast complexity of social 
interactions and life itself are reduced to abstract, limited mathematical formulations that 
cannot cope with novelty, are translated to machinistic (i.e. machine-dependent) and 
mechanistic expressions, and result in restricted and narrow mathematics-based algorithms 
that operate in utilitarian ways. Those algorithms are then used “to find, expand, fine-tune, 
and experiment with [human] processes [and activities] that unfold in time” (Hilbert, 2022, p. 
4), thereby allowing for the algorithmification of humans and their behaviours and directly 
affecting them and their future. 

Digital machine-accelerated optimisation is not neutral at any level. It is run on a social 
and human framework that is affected by different levels of power, where the core subjects 
of the optimisation, the humans producing the data, are the least served, directly affected, or 
forgotten (Buolamwini and Gebru, 2018; Raji et al., 2020; Zuboff, 2019). The extracted pieces 
of what we signalled online in the past, disregarding how they actually model or represent 
reality, are used for predicting future human behaviours that have still not occurred and are 
inherently incomplete, cannot be finalised, are biased, and are dynamic in a world that is 
open, uncertain, and non-determinable (Birhane, 2021; Birhane et al., 2023). 

The AI optimisation promise is essentially a substrate on which societal and political 
decisions are technologically manipulated to serve a few and concentrate power. It is the gear 
of what Zuboff (2019) calls a surveillance economy and parasitic economic logic for 
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expropriating critical human rights and people sovereignty, for deskilling and corroding human 
agency, and for exacerbating dependency on technology. It is the product of a covert 
Silicolonisation dressing of a digital soft-totalitarianism which Sadin (2020) defines as “the 
conjunction between territorial expansion and the advent of a ‘life-industry’ [...] organizing 
the world according to self- interests, while making people believe that we have never known 
a ‘cooler,’ more ‘collaborative,’ and ‘creative’ period in history.” It is an optimisation that runs 
ad infinitum, where, increasingly, algorithmic breakthroughs, continual technical progress, 
and greater corporate convenience are what matter most, usually without considering the 
computational costs, the ethical implications, or the impacts they have on people’s lives, 
society, and the planet (Bender et al., 2021; Bode and Goodlad, 2023; Birhane, 2021; 
Buolamwini and Gebru, 2018; Crawford, 2021; Sadin, 2020; Zuboff, 2019). 
 
4. The Machine Intelligence Fallacy: Why Changing the Narrative is Imperative 
There is an urgent need for a global optimisation boost, but one that introspects and looks 
inward to question fundamental problems across the AI subfields and the narratives around 
what machine intelligence means. The machine intelligence concept is fundamentally wishful 
and has turned fallacious, being prone to misunderstandings about what the technology can 
truly achieve. In its current state, it still resembles science fiction and wishful thinking 
(McDermott, 1976; Mitchell, 2021). Hyping narratives and techno-solutionism still 
monopolise airtime and have spread out to other sectors of society, e.g. education (Bender, 
2024). For example, the fear of missing out (FOMO) has become a serious problem in 
education. It has been undermining some educators’ behaviours (Bender, 2024) who see in AI 
opportunities for revamping their (possibly stuck) research objectives and academic goals 
(Watermeyer et al., 2023). In an exercise of abundant gullibility, education and academia 
depend on more corporate greed than ever. With generative AI-based chatbots, for instance, 
the low- hanging fruits of attractive publications or visibility in an AI era rippled with hype, 
function like a step higher in the already deteriorated academic ladder (Lin et al., 2023; 
Watermeyer et al., 2023). 

Similar problems, ethical dilemmas, and discussions originated in the past, actually 
since the beginnings of the AI field itself. Seminal works on “past” AI, its limitations, and 
pressing ethical implications and consequences remain seldom read or discussed (Dreyfus, 
1992; Lighthill,3 1973; Weizenbaum, 1976; Weizenbaum and Wendt, 2015; Wiener, 1950, 
1988)). For more on those and other related matters see also (Larson, 2021; Lipton and 
Steinhardt, 2019; McQuillan, 2022; Mitchell, 2019; Wooldridge, 2020). AI and its techniques, 
whatever their mathematical brightness, colourful pixelated appearance, or media and 
corporate furore, won’t ever solve academia’s structural problems. Those problems needed 
in the past, still need, and will remain needing in the future, human touch and agency. 
Avoiding or algorithmificating those problems distracts from the actual negative 
consequences they pose to learners, educators, entire educational institutions, and society. 

If it were only education! Sadly, there is much more to AI and how a flawed narrative 
erodes or destroys trust in it. Take for example the irrational exuberance with which “new” 
algorithms or applications are announced (“the future is promising,” “for the benefit of 
humanity”) and how they are debunked shortly after (Mitchell, 2021; Schaeffer, Miranda and 
Koyejo, 2023); or the serious problems with deep fakes, mis-, and disinformation massively 

                                                      
3 The “Lighthill report” was commissioned by the UK’s Science Research Council and summarised the 
limitations of its techniques and how their actual development was far away from what was promised. It led to 
major cuts in research funding and to the first AI “winter” in the late 1970s. 
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originated thanks to generative AI, fuelling data contamination and leaking, as well as 
malpractices like reproducibility issues (Balloccu et al., 2024); or the many intellectual 
property infringements and ongoing lawsuits (GW Law, 2024) curbing value creation and 
knowledge share by artists; or the severe privacy issues not just through data collection but 
also through inferences from the data collected (Bartneck et al., 2021); or the many security 
issues of AI models with major unsolved vulnerabilities allowing for attack vectors emerging 
faster than any time in history before (Vijayan, 2024); or the unsustainable and 
disproportionate waste of resources (rare metals, electricity, water, etc. (Crawford, 2021; 
Luccioni, Jernite, and Strubell, 2023)) for revamping the algorithmification of our lives and 
what we do to even higher levels, touched with unscientific claims becoming the norm, like 
machines “understanding,” “reasoning,” “comprehending,” “thinking,” “having emotions,” 
“being sentient,” “acting” and “thinking” like humans (the wish!) (McDermott, 1976), i.e. 
already living the grand dream of AI which is still very different from reality (Mitchell, 2019, 
2021; Wooldridge, 2020). None of the eventually well-intended AI applications 
counterbalances the dangers they pose to disempowered populations and political, societal, 
and planetary ecosystems (Crawford, 2021; McQuillan, 2022; Zuboff, 2019). The AI field is 
slowly imploding before everyone’s eyes; trust has been eroded and the discourse around AI 
politicised. The next debacle or AI “winter” might be around the corner. It is time to put an 
end to all that nonsense once and for all. 
 
5. Recommendations for a new Type of AI Literacy 
The narratives we need about AI should focus on factual information that demystifies AI. In 
this regard, AI literacy based only on its functionality (i.e. what it is and how it works) is not 
enough. The critical components must come prominently into the AI equation. We must 
demand responsibility proactively when dealing with AI and through regulation. We must 
contest malpractices and seek accountability. We need to be sceptical, to question why, for 
whom, for which purposes, who is profiting from our data and why, which values and rights 
are eroded, and why they must be at the centre of a well-functioning society, among many 
other questions. 

Our concrete recommendations for a much-needed new type of AI literacy are: 

 Technological developments, especially digital ones, depend on much more than just 
AI-based algorithms (see Section 3 for details). Emphasise those other factors; 
demystify with factual information the magic thinking about what AI could do but still 
does not. 

 Reclame autonomy back and make informed decisions related to technology. “You 
have to choose between [emphasis added] freedom or servitude to powers and 
systems that decide for us the course of things” (Sadin, 2020). 

 Put human ethical and moral judgement into focus. If individuals or whatever the 
system is not ethical, we cannot have ethical outcomes. They should be more than just 
soft, vacuous wording to industry, academia, government, and society. 

 Prioritise human rights and values. By surrendering human agency to 
algorithmification one bit at a time, we gradually give up our rights and values. 
Vulnerable populations, children, and disempowered people are the most affected. AI 
systems cannot be truly compatible with societal standards and will not align well with 
human values if part of its members are left behind. 

 Learn about and try out new products, tools, and frameworks. They are skills that may 
be important in several fields or for using certain applications. Learn also that, other 
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times, however, some of them do not deserve the attention they are given and are 
only enablers of deskilling and mediocrity. Is it the future you want to live in? Question 
the what, how, why, by whom, for what, etc. of AI and digital technologies. This helps 
to understand or even avoid the AI fog. 

 Collaborate, break the siloed thinking: multidisciplinarity is key to today’s AI. E.g. 
involve people affected directly by AI in all phases of its lifecycle; that is the best way 
to design, develop, test, deploy, and use, i.e. deal with AI. 

 Strive for informed decisions. Replace being told what to do or what to think 
concerning AI, with critical AI literacy. This needs critical thinking and grounded 
knowledge about AI. Verify, then trust! 

Critical AI-literate people with a healthy dose of scepticism, if in doubt, should stop blindly 
accepting uncertain decision making and start asking the hard questions. Educators play a 
distinctive role thereby; they should shift from FOMO and corporate will to contesting both 
technology and technologists; they should stop educating generations of learners on wishful 
futures and techno-idealised resources-burning algorithmification. Teaching and learning 
spaces must shift from digital swamps and human automatons to active and critical shapers 
of society’s future. The rule of law plays an essential role in guaranteeing that technologists, 
VCs, and anyone deploying software systems that might be life impacting are accountable. 
The reader is referred to the many policies, safeguards, and regulatory frameworks that are 
already into force or proposed to be introduced. For example, the EU AI Act (EU, 2024), the 
US Blueprint for an AI Bill of Rights (US, 2022), the UK AI Regulation Bill (UK, 2023), or the 
preliminary draft of China’s proposed AI Law (China, 2024), among others.4 Neither AI nor the 
software industry are exempt from accountability. Opponents have been voicing concerns 
about regulation stifling innovation; however, regulation is not de facto a barrier to 
innovation. Correct regulation is actually an enabler of innovation and a guarantor of a safety 
baseline. Other industries and their products are strongly regulated and they continue to 
innovate at scale. 
 
6. Conclusions 
 
Society is being algorithmificated, but not just through AI. The danger is a shift to the “just 
automate” mindset and over-reliance on machines leading to surrendering human agency, 
which, in the end, only empowers those who will make decisions for us instead of us. Digital 
literacy, especially critical AI literacy must be part of national education curricula at all levels, 
from school to higher education and to postgraduate, vocational, and corporate education. 
Those are core skills for life that, left unattended, will reinforce the power and serve the 
purposes of only a few, mostly not democratically elected players. The true purpose and 
essence of “modern” automation are hidden behind the algorithmification of society and 
encompass practices and processes that are not always obvious or easy to detect or contest 
(McQuillan, 2022). Only when people are affected, e.g. disadvantaged populations or those 
already marginalised (which are actual majorities), is the true impact of automation known or 
visible (these are mostly the problems that make it into press news). It is already too late to 
tackle them or develop countermeasures by then. At this time, the lives and future of 
uncountable people, especially the disempowered ones, might have been affected 

                                                      
4 The OECD.AI Policy Observatory is also a good referent for tracking national AI policies and strategies from 
around the world: https://oecd.ai/en/dashboards/overview. 
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irreversibly. Educating ourselves and others, being aware, and understanding that the answer 
should not be to rush or surrender to the algorithmification of our lives, are the critical skills 
of the digital era that need urgent attention. 
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